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ABSTRACT 

Automatic speaker recognition is a machine to recognize a person from a spoken phrase. These systems 

can operate in two modes: to identify a particular person or to verify a person’s claimed identity. Speech 

processing and the basic components of automatic speaker recognition systems are shown and design 

tradeoffs are discussed. Speaker recognition technologies, with an emphasis on front end features for 

robust speaker recognition. There is several way of characterizing the communication potential of speech. 

According to information theory, speech can be representing in term of its message content. Speaker 

recognition has been studied actively for several decades. The applications of speaker recognition 

technology are quite varied and continually growing. This technique makes it possible to use the 

speaker’s voice for verification of their identity and thereafter enable the control access to services such 

as voice dialing and voice mail, tele-banking, telephone shopping, database access related services, 

information services, security control for confidential information areas, forensic applications, and 

remote access to computers. Speaker recognition technology is expected to create a host of new services 

that will make our daily lives more convenient. We give an overview of both the classical and the state-

of-the-art methods. We start with the fundamentals of automatic speaker recognition, concerning feature 

extraction and speaker modeling I have developed an approach for finding the individual speaker who 

will be difficult for the system, using a set of feature statistics calculated over regions of speech. We also 

provide an overview of this recent development and discuss the evaluation methodology of speaker 

recognition systems. 
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____________________________________________________________________________________ 

I. INTRODUCTION 

Speaker recognition refers to recognizing persons from their voice. The recognition of speaker and 

speech recognition are very closely related. While speech recognition sets its goals at recognizing the 

spoken words in speech, the aim of speaker recognition is to identity the speaker by extraction, 

characterization and recognition of the information contained in the speech signal [1]. Speech processing 

is a diverse field with many applications [2]. It a few of these areas and how speaker recognition relates 

to the rest of the field; this paper focuses on the three boxed areas [4]. 

The most significant factor affecting automatic speaker recognition performance is the variation in the 

signal characteristics (intersession variability and variability over time). Variations arise from the 

speakers themselves as well as from the recording and transmission channels, such as: 

• Short-term variation due to the speaker’s health and emotions 

• Long-term changes due to aging 

• Different microphones 

• Different background noises (closed environment vs. open environment etc.) 

It is well known that samples of the same utterance recorded within session are much more highly 

correlated than samples recorded in separate sessions [3]. This is due to the fact that the speaker and 

channel effects are bound together in spectrum and hence speaker and channel characteristics are both 
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involved in the features that are used in speaker recognition systems. Therefore anything that affects the 

spectrum can cause problems in speaker recognition. Unlike speech recognition systems, which may 

average out these effects using large amounts of speech? 

In this paper, we carry out research to improve the robustness for speaker recognition on distant 

microphones from two levels: to improve robustness for the traditional system based on low-level 

acoustic features and to improve robustness using high-level features [3]. From the low-level, we 

introduced a reverberation compensation approach and applied feature warping in the feature processing 

of the distant signals. We proposed multiple channel combination approaches to alleviate the issues of 

acoustic mismatches on far-field speaker recognition. From the high-level, we explored phonetic speaker 

recognition, in which we try to capture high-level phonetic speaker information and model speaker 

pronunciation dynamics using such information. 

 

2.  SPEAKER IDENTIFICATION AND VERIFICATION 

There are a number of tasks that fall into the category of speaker recognition. Speaker recognition 

encompasses verification and identification. Automatic speaker verification (ASV) is the use of a 

machine to verify a person’s claimed identity from his voice [5]. 

2.1 Speaker identification Speaker verification is the process of rejecting or accepting the identity claim 

of a speaker. In most of the applications, voice is used as the key to confirm the identities of a speaker 

and is classified as speaker verification. The literature abounds with different terms for speaker 

verification, including voice verification, speaker authentication, voice authentication, talker 

authentication, and talker verification. Speaker identification aims to identify a speaker who belongs to a 

group of users through a sample of his speech. In speaker identification, a speech utterance from an 

unknown speaker is analyzed and compare with models of known speakers. The unknown speaker is 

identified as the speaker whose model best match the input utterance. Speaker verification is aim to verify 

the identity of the speaker of the speaker through a compression of some samples of his speech with the 

reference of the speaker he claim to be. If the match is above the certain threshold, the identity claim is 

verified. A high threshold makes it difficult for imposters to be accepted by the system, but at the risk of 

rejecting the generous person. Conversely a low Threshold ensures that the generous person is accepted 

consistently, but at the risk of accepting impostors [6]. 

2.2 SPEAKER VERIFICATION 

Verifying the identity of a speaker by his voice is called speaker verification. This technique is used 

generally for access control purposes. The speaker claims his identity and speaks to the system, the 

system compare the speech data with the model of claimed speaker and give access right or reject him/her 

according to a certain threshold of acceptance [7].In speaker verification, the task is easier since the 

speaker is claiming his identity and the system knows which model will be used for comparison. In the 

test phase, the only thing to do is measuring the similarity between the model of speaker and the speech 

data, then comparing it to a threshold. Training phase of speaker verification include, unlike speaker 

identification, threshold determination which consists in fixing a threshold value for each speaker, or a 

general threshold, which will be used in test phase to take a decision. As the identity of speaker is 

known", the output is access" or reject" decision. 

 

3.  PROPOSED APPROACH 

Virtually all state-of-the-art speaker recognition systems use a set of background speakers or cohort 

speakers in one form or another to enhance the robustness and computational efficiency of the recognizer. 

In the enrollment phase, background speakers are used as the negative examples in the training of a 

discriminative model or in training a universal background model from which the target speaker models 

are adapted. In the recognition phase, background speakers are used in the normalization of the speaker 

match score. There are several broad areas of prior work relevant to this dissertation. I begin in Section 

by setting up the speaker recognition problem, while in Sections and I provide details about features, 

system approaches, relevant speech corpora, and measures of system performance, respectively. There 

are a number of intrinsic speaker qualities, which account for intra-speaker variability, as well as 
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differences between speakers, that I describe in Section. The most directly related work involves error 

analysis pertaining to speaker recognition systems, which I discuss in Section [8]. 

 

3.1 HMM/GMM APPROACH 

A literal application of this framework to connectionist models would be to test the ratio of phrase-level 

likelihoods (i.e. the overall cost of the best alignment found by a Vitter HMM decoder) from the 

recognition of a given utterance by speaker-adapted and speaker-independent models. This, however, 

turns out to be quite useless: The connectionist acoustic models have been trained to estimate the 

posterior probabilities of a given phone class, p(qk/X) where qkj are the phone labels and X represents 

the acoustic features. 

 

3.2 ARTIFICIAL NEURAL NETWORK (ANN) APPROACH 

An artificial neural network (ANN), often just called a neural network (NN), is an interconnected group 

of artificial neurons that uses a mathematical model or computational model for information processing 

based on a connectionist approach to computation. In most cases an ANN is an adaptive system that 

changes its structure based on external or internal information that flows through the network. The 

particular model used in this technique can have many forms, such as multi-layer perceptions or radial 

basis functions. The MLP is a type of neural network that has grown popular over the past several years. 

A MLP with one input layer, one hidden layer, and one output layer is shown in paper. MLP’s are usually 

trained with an iterative gradient algorithm known as back propagation [11]. 

The MLP is convenient to use for problems with limited information regarding characteristics of the 

input. However, the optimal MLP architecture (number of nodes, hidden layers, etc.) to solve a particular 

problem must be selected by trial and error, which is a drawback. In addition, the training time required 

to solve large problems can be excessive, and the algorithm is vulnerable to converging to a local minima 

instead of the global optimum. 

4.  EXPERIMENTAL FRAMEWORK 

The experimental framework begins with an explanation of the speaker recognition procedure to be 

employed, followed by a discussion of the system development process. Lastly, the valuation paradigm is 

presented and the evaluation procedure for each task detailed. These provide solutions for someone who 

would like to start research in speaker recognition. It may also be useful for speech scientists to have a 

glance at the current trends in the field. We assume familiarity with basics of digital signal processing 

and pattern recognition [9]. 

 

4.1 FEATURE EXTRACTION 

Feature Extraction is a process of reducing data while retaining speaker discriminative information. The 

amount of data, generated during the speech production, is quite large while the essential characteristics 

of the speech process change relatively slowly and therefore, they require less data [10].  

MFCC feature extraction is usually a non-invertible (lossy) transformation, as the MFCC described 

pictorially in Fig Making an analogy with filter banks, such transformation does not lead to perfect 

reconstruction, i.e., given only the features it is not possible to reconstruct the original speech used to 

generate those features. Computational complexity and robustness are two primary reasons to allow 

loosing information. Increasing the accuracy of the parametric representation by increasing the number of 

parameters leads to an increase of complexity and eventually does not lead to a better result due to 

robustness issues. The greater the number of parameters in a model, the greater should be the training 

sequence. 

5.  EVALUATION RESULTS AND ANALYSIS 

In this paper, we conducted research work to improve speaker recognition using Neural network on 

Matlab. Firstly we calculate the MFCC feature for sampling, modeling and pattern matching, The speech 

signal conveys many levels of information which incorporate: linguistics (e.g., text, language, 

accent/dialect), speaker specific (e.g., gender, emotion, speaker identity), and environmental information 

(e.g., communication channels, background noises). This dissertation focuses on addressing speech-

pattern recognition for detection of foreign accent and speaker identity information. This describes 
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classification of speech from native and nonnative speakers, enabling accent-dependent automatic speech 

recognition. The audio signal cannot be treated as a whole because this would require a lot of calculations 

for the machine, so the signal is sliced  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig1: input signal 

 

into windows that have the particularity of overlap in half with the aim to have a better treatment for FFT 

(Fast Fourier Transform). It typically uses a window of N samples,  

N is a number that is a power of 2, it is because the FFT [12] algorithm is much faster for these numbers. 

5.1 NEURAL NETWORK TRAINING  

An artificial neural network (ANN) [14], often just called a neural network (NN), is an interconnected 

group of artificial neurons that uses a mathematical model or computational model  

for information processing based on a connectionist approach to computation. In most cases an ANN is 

an adaptive system that changes its structure based on external or internal information that flows through 

the network. The particular model used in this technique can have Fig: Recorded voice  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig2: Neural network training 
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many forms, such as multi-layer perceptions or radial basis functions. The MLP is a type of neural 

network that has grown popular over the past several years. MLP’s are usually trained with an iterative 

gradient algorithm known as  

back propagation. 

In this paper, we have chosen to use a back propagation neural network since it has been successfully 

applied to many pattern classification problems including speaker recognition and our problem has been 

considered to be suitable with the supervised rule. Evaluation of neural network [15] provides 

performance, training set and Regression. Best validation performance result is 2.8564e-008 at epochs 

1000 that show in fig.  

Our models achieved 84.0% accuracy on the 1000 epoch test segments from the 2001 term. The 16 errors 

(2.0%) are all “false errors”; either these segments contain significant overlaps Between different 

speakers or high background noise, or they are too short (much less than one second). The test on the 100 

turns from the 1995 to 2004 terms also showed perfect results, although this test data used different 

recording devices and was digitalized at different sampling rates. Three of the 100 turns were not 

correctly identified, but all of them are “false errors”. 

 

6. FUTURE WORK AND CONCLUSION 

In this thesis we have presented an overview of the classical and new methods of automatic text-

independent speaker recognition. The recognition accuracy of current speaker recognition systems under 

controlled conditions is high. However, in practical situations many negative factors are encountered 

including mismatched handsets for training and testing, limited training data, unbalanced text, 

background noise and non-cooperative users. The techniques of robust feature extraction, feature 

normalization, model-domain compensation and score normalization methods are necessary. The 

technology advancement as represented by NIST [13] evaluations in the recent years has addressed 

several technical challenges such as text/language dependency, channel effects, speech durations, and 

cross-talk speech. However, many research problems remain to be addressed, such as human-related error 

sources, real-time implementation, and forensic interpretation of speaker recognition scores. Early 

applications of the technology have achieved varying degrees of success. The promise for the future is 

significantly higher performance for almost every speech recognition technology area, with more 

robustness to speakers, background noises etc. This will ultimately lead to reliable, robust voice 

interfaces to every telecommunications service that is offered, thereby making them universally available. 

Speech recognition technology has migrated from mini- and mainframe Computers to workstations and 

personal computers, and applications are already running on them. As embedded digital signal processors 

become more prevalent on workstations (such as the Next computer), we expect to see much wider use of 

speech and speaker recognition. Current applications depend on the use of various simplifying constraints 

that make speech recognition feasible, as discussed above. The dependence on them means that, although 

useful practical applications of speech recognition exist, we have not yet achieved comfortable and 

natural communication with computers through voice. Text-dependent speaker recognition exists in the 

form of operational systems, but accurate text-independent speaker recognition remains a target. 

Improvements in the speech and speaker recognition techniques discussed here will no doubt advance the 

performance of recognition systems, but it seems likely that we will also need natural language 

understanding before we can achieve comfortable and natural communication with computers through 

voice. 
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